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Exercise \(\PageIndex{1}\)
Two cards are selected at random, without replacement, from a standard deck. Let \(X\) be the number of aces and \(Y\) be the number of spades. Under the usual assumptions, determine the joint distribution and the marginals.
Let \(X\) be the number of aces and \(Y\) be the number of spades. Define the events \(AS_i\), \(A_i\), \(S_i\), and \(N_i\), \(i = 1, 2\) of drawing ace of spades, other ace, spade (other than the ace), and neither on the i selection. Let \(P(i, k) = P(X = i, Y = k)\).
\(P(0, 0) = P(N_1N_2) = \dfrac{36}{52} \cdot \dfrac{35}{51} = \dfrac{1260}{2652}\)
\(P(0, 1) = P(N_1S_2 \bigvee S_1N_2) = \dfrac{36}{52} \cdot \dfrac{12}{51} + \dfrac{12}{52} \cdot \dfrac{36}{51} = \dfrac{864}{2652}\)
\(P(0, 2) = P(S_1 S_2) = \dfrac{12}{52} \cdot \dfrac{11}{51} = \dfrac{132}{2652}\)
\(P(1, 0) = P(A_N_2 \bigvee N_1 S_2) = \dfrac{3}{52} \cdot \dfrac{36}{51} + \dfrac{36}{52} \cdot \dfrac{3}{51} = \dfrac{216}{2652}\)
\(P(1, 1) = P(A_1S_2 \bigvee S_1A_2 \bigvee AS_1N_2 \bigvee N_1AS_2) = \dfrac{3}{52} \cdot \dfrac{12}{51} + \dfrac{12}{52} \cdot \dfrac{3}{51} + \dfrac{1}{52} \cdot \dfrac{36}{51} + \dfrac{36}{52} \cdot \dfrac{1}{51} = \dfrac{144}{2652}\)
\(P(1, 2) = P(AS_1S_2 \bigvee S_1AS_2) = \dfrac{1}{52} \cdot \dfrac{12}{51} + \dfrac{12}{52} \cdot \dfrac{1}{51} = \dfrac{24}{2652}\)
\(P(2, 0) = P(A_1A_2) = \dfrac{3}{52} \cdot \dfrac{2}{51} = \dfrac{6}{2652}\)
\(P(2, 1) = P(AS_1A_2 \bigvee A_1AS_2) = \dfrac{1}{52} \cdot \dfrac{3}{51} + \dfrac{3}{52} \cdot \dfrac{1}{51} = \dfrac{6}{2652}\)
\(P(2, 2) = P(\emptyset) = 0\)
Exercise \(\PageIndex{2}\)
Two positions for campus jobs are open. Two sophomores, three juniors, and three seniors apply. It is decided to select two at random (each possible pair equally likely). Let \(X\) be the number of sophomores and \(Y\) be the number of juniors who are selected. Determine the joint distribution for the pair \(\{X, Y\}\) and from this determine the marginals for each.
Let \(A_i, B_i, C_i\) be the events of selecting a sophomore, junior, or senior, respectively, on the \(i\)th trial. Let \(X\) be the number of sophomores and \(Y\) be the number of juniors selected.
Set \(P(i, k) = P(X = i, Y = k)\)
\(P(0, 0) = P(C_1C_2) = \dfrac{3}{8} \cdot \dfrac{2}{7} = \dfrac{6}{56}\)
\(P(0, 1) = P(B_1C_2) + P(C_1B_2) = \dfrac{3}{8} \cdot \dfrac{3}{7} + \dfrac{3}{8} \cdot \dfrac{3}{7} = \dfrac{18}{56}\)
\(P(0, 2) = P(B_1B_2) = \dfrac{3}{8} \cdot \dfrac{2}{7} = \dfrac{6}{56}\)
\(P(1, 0) = P(A_1C_2) + P(C_1A_2) = \dfrac{2}{8} \cdot \dfrac{3}{7} + \dfrac{3}{8} \cdot \dfrac{2}{7} = \dfrac{12}{56}\)
\(P(1, 1) = P(A_1B_2) + P(B_1A_2) = \dfrac{2}{8} \cdot \dfrac{3}{7} + \dfrac{3}{8} \cdot \dfrac{2}{7} = \dfrac{12}{56}\)
\(P(2, 0) = P(A_1A_2) = \dfrac{2}{8} \cdot \dfrac{1}{7} = \dfrac{2}{56}\)
\(P(1, 2) = P(2, 1) = P(2, 2) = 0\)
\(PX =\) [30/56 24/56 2/56] \(PY =\) [20/56 30/56 6/56]
Exercise \(\PageIndex{3}\)
A die is rolled. Let \(X\) be the number that turns up. A coin is flipped \(X\) times. Let \(Y\) be the number of heads that turn up. Determine the joint distribution for the pair \(\{X, Y\}\). Assume \(P(X = k) = 1/6\) for \(1 \le k \le 6\) and for each \(k\), \(P(Y = j|X = k)\) has the binomial (\(k\), 1/2) distribution. Arrange the joint matrix as on the plane, with values of \(Y\) increasing upward. Determine the marginal distribution for \(Y\). (For a MATLAB based way to determine the joint distribution see Example 14.1.7 from "Conditional Expectation, Regression")
\(P(X = i, Y = k) = P(X = i) P(Y = k|X = i) = (1/6) P(Y = k|X = i)\).
Exercise \(\PageIndex{4}\)
As a variation of Exercise 8.3.3 . , Suppose a pair of dice is rolled instead of a single die. Determine the joint distribution for the pair \(\{X, Y\}\) and from this determine the marginal distribution for \(Y\).
Exercise \(\PageIndex{5}\)
Suppose a pair of dice is rolled. Let \(X\) be the total number of spots which turn up. Roll the pair an additional \(X\) times. Let \(Y\) be the number of sevens that are thrown on the \(X\) rolls. Determine the joint distribution for the pair \(\{X, Y\}\) and from this determine the marginal distribution for \(Y\). What is the probability of three or more sevens?
Exercise \(\PageIndex{6}\)
The pair \(\{X, Y\}\) has the joint distribution (in m-file npr08_06.m ):
\(X =\) [-2.3 -0.7 1.1 3.9 5.1] \(Y =\) = [1.3 2.5 4.1 5.3]

Determine the marginal distribution and the corner values for \(F_{XY}\). Determine \(P(X + Y > 2)\) and \(P(X \ge Y)\).
Exercise \(\PageIndex{7}\)
The pair \(\{X, Y\}\) has the joint distribution (in m-file npr08_07.m ):
\(P(X = i, Y = u)\)
Determine the marginal distributions and the corner values for \(F_{XY}\). Determine \(P(1 \le X \le 4, Y > 4)\) and \(P(|X - Y| \le 2)\).
Exercise \(\PageIndex{8}\)
The pair \(\{X, Y\}\) has the joint distribution (in m-file npr08_08.m ):
\(P(X = t, Y = u)\)
Determine the marginal distributions. Determine \(F_{XY} (10, 6)\) and \(P(X > Y)\).
Exercise \(\PageIndex{9}\)
Data were kept on the effect of training time on the time to perform a job on a production line. \(X\) is the amount of training, in hours, and \(Y\) is the time to perform the task, in minutes. The data are as follows (in m-file npr08_09.m ):
Determine the marginal distributions. Determine \(F_{XY}(2, 3)\) and \(P(Y/X \ge 1.25)\).
For the joint densities in Exercises 10-22 below
	Sketch the region of definition and determine analytically the marginal density functions \(f_X\) and \(f_Y\).
	Use a discrete approximation to plot the marginal density \(f_X\) and the marginal distribution function \(F_X\).
	Calculate analytically the indicated probabilities.
	Determine by discrete approximation the indicated probabilities.

Exercise \(\PageIndex{10}\)
\(f_{XY}(t, u) = 1\) for \(0 \le t \le 1\), \(0 \le u \le 2(1 - t)\).
\(P(X > 1/2, Y > 1), P(0 \le X \le 1/2, Y > 1/2), P(Y \le X)\)
Region is triangle with vertices (0, 0), (1, 0), (0, 2).
\(f_{X} (t) = \int_{0}^{2(1-t)} du = 2(1 - t)\), \(0 \le t \le 1\)
\(f_{Y} (u) = \int_{0}^{1 - u/2} dt = 1 - u/2\), \(0 \le u \le 2\)
\(M1 = \{(t, u):t > 1/2, u> 1\}\) lies outside the trianlge \(P((X, Y) \in M1) = 0\)
\(M2 = \{(t, u): 0 \le t \le 1/2, u > 1/2\}\) has area in the triangle = 1/2
\(M3\) = the region in the triangle under \(u = t\), which has area 1/3
Exercise \(\PageIndex{11}\)
\(f_{XY} (t, u) = 1/2\) on the square with vertices at (1, 0), (2, 1), (1, 2), (0, 1).
\(P(X > 1, Y > 1), P(X \le 1/2, 1 < Y), P(Y \le X)\)
The region is bounded by lines \(u = 1 + t\), \( u = 1 - t\), \(u = 3 - t\), and \(u = t - 1\)
\(f_X (t) = I_{[0,1]} (t) 0.5 \int_{1 - t}^{1 + t} du + I_{(1, 2]} (t) 0.5 \int_{t - 1}^{3 - t} du = I_{(1, 2]} (t) (2 - t) = f_Y(t)\) by symmetry
\(M1 = \{(t, u): t > 1, u > 1\}\) has area in the trangle = 1/2, so \(PM1 = 1/4\)
\(M2 = \{(t, u): t \le 1/2, u > 1\}\) has area in the trangle = 1/8\), so \(PM2 = 1/16\)
\(M3 = \{(t, u): u \le t\}\) has area in the trangle = 1, so \(PM3 = 1/2\)
Exercise \(\PageIndex{12}\)
\(f_{XY} (t, u) = 4t(1 - u)\) for \(0 \le t \le 1\), \(0 \le u \le 1\).
\(P(1/2 < X < 3/4, Y > 1/2)\), \(P(X \le 1/2, Y > 1/2)\), \(P(Y \le X)\)
Region is the unit square,
\(f_X (t) = \int_{0}^{1} 4t(1 - u) du = 2t\), \(0 \le t \le 1\)
\(f_Y(u) = \int_{0}^{1} 4t(1 - u) dt = 2(1 - u)\), \(0 \le u \le 1\)
\(P1 = \int_{1/2}^{3/4} \int_{1/2}^{1} 4t (1 - u) du dt = 5/64\) \(P2 = \int_{0}^{1/2} \int_{1/2}^{1} 4t(1 - u) dudt = 1/16\)
\(P3 = \int_{0}^{1} \int_{0}^{t} 4t(1 - u) du dt = 5/6\)
Exercise \(\PageIndex{13}\)
\(f_{XY} (t, u) = \dfrac{1}{8} (t + u)\) for \(0 \le t \le 2\), \(0 \le u \le 2\).
\(P(X > 1/2, Y > 1/2), P(0 \le X \le 1, Y > 1), P(Y \le X)\)
Region is the square \(0 \le t \le 2\), \(0 \le u \le 2\)
\(f_X (t) = \dfrac{1}{8} \int_{0}^{2} (t + u) = \dfrac{1}{4} ( t + 1) = f_Y(t)\), \(0 \le t \le 2\)
\(P1 = \int_{1/2}^{2} \int_{1/2}^{2} (t + u) dudt = 45/64\) \(P2 = \int_{0}^{1} \int_{1}^{2} (t + u) du dt = 1/4\)
\(P3 = \int_{0}^{2} \int_{0}^{1} (t + u) dudt = 1/2\)
Exercise \(\PageIndex{14}\)
\(f_{XY}(t, u) = 4ue^{-2t}\) for \(0 \le t, 0 \le u \le 1\)
\(P(X \le 1, Y > 1), P(X > 0, 1/2 < Y < 3/4), P(X < Y)\)
Region is strip by \(t = 0, u = 0, u = 1\)
\(f_X(t) = 2e^{-2t}\), \(0 \le t\), \(f_Y(u) = 2u\), \(0 \le u \le 1\), \(f_{XY} = f_X f_Y\)
\(P1 = 0\), \(P2 = \int_{0.5}^{\infty} 2e^{-2t} dt \int_{1/2}^{3/4} 2udu = e^{-1} 5/16\)
\(P3 = 4 \int_{0}^{1} \int_{t}^{1} ue^{-2t} dudt = \dfrac{3}{2} e^{-2} + \dfrac{1}{2} = 0.7030\)
Exercise \(\PageIndex{15}\)
\(f_{XY} (t, u) = \dfrac{3}{88} (2t + 3u^2)\) for \(0 \le t \le 2\), \(0 \le u \le 1 + t\).
\(F_{XY} (1, 1)\), \(P(X \le 1, Y > 1)\), \(P(|X - Y| < 1)\)
Region bounded by \(t = 0\), \(t = 2\), \(u = 0\), \(u = 1 + t\)
\(f_X (t) = \dfrac{3}{88} \int_{0}^{1 + t} (2t + 3u^2) du = \dfrac{3}{88}(1 + t)(1 + 4t + t^2) = \dfrac{3}{88} ( 1 + 5t + 5t^2 + t^3)\), \(0 \le t \le 2\)
\(f_Y(u) = I_{[0,1]} (u) \dfrac{3}{88} \int_{0}^{2} (2t + 3u^2) dt + I_{(1, 3]} (u) \dfrac{3}{88} \int_{u - 1}^{2} (2t + 3u^2) dt = \)
\(I_{[0,1]} (u) \dfrac{3}{88} (6u^2 + 4) + I_{(1,3]} (t) \dfrac{3}{88} (3 + 2u + 8u^2 - 3u^3)\)
\(F_{XY}(1, 1) = \int_{0}^{1} \int_{0}^{1} f_{XY} (t, u) dudt = 3/44\)
\(P1 = \int_{0}^{1} \int_{1}^{1 + t} f_{XY} (t, u)dudt = 41/352\) \(P2 = \int_{0}^{1} \int_{1}^{1 + t} f_{XY} (t, u) dudt = 329/352\)
Exercise \(\PageIndex{16}\)
\(f_{XY} (t, u) = 12t^2u\) on the parallelogram with vertices (-1, 0), (0, 0), (1, 1), (0, 1).
\(P(X \le 1/2, Y > 0), P(X < 1/2, Y \le 1/2), P(Y \ge 1/2)\)
Region bounded by \(u = 0\), \(u = t\), \(u = 1\), \(u = t + 1\)
\(f_X (t) = I_{[-1, 0]} (t) 12 \int_{0}^{t + 1} t^2 u du + I_{(0, 1]} (t) 12 \int_{t}^{1} t^2 u du = I_{[-1, 0]} (t) 6t^2 (t + 1)^2 + I_{(0, 1]}(t) 6t^2(1 - t^2)\)
\(f_Y(u) = 12\int_{u - 1}^{t} t^2 udu + 12u^3 - 12u^2 + 4u\), \(0 \le u \le 1\)
\(P1 = 1 - 12 \int_{1/2}^{1} \int_{t}^{1} t^2 ududt = 33/80\), \(P2 = 12 \int_{0}^{1/2} \int_{u - 1}^{u} t^2 udtdu = 3/16\)
\(P3 = 1 - P2 = 13/16\)
Exercise \(\PageIndex{17}\)
\(f_{XY} (t, u) = \dfrac{24}{11} tu\) for \(0 \le t \le 2\), \(0 \le u \le \text{min}\ \{1, 2 - t\}\)
\(P(X \le 1, Y \le 1), P(X > 1), P(X < Y)\)
Region is bounded by \(t = 0, u = 0, u = 2, u = 2 - t\)
\(f_X (t) = I_{[0, 1]} (t) \dfrac{24}{11} \int_{0}^{1} tudu + I_{(1, 2]} (t) \dfrac{24}{11} \int_{0}^{2 - t} tudu =\)
\(I_{[0, 1]} (t) \dfrac{12}{11} t + I_{(1, 2]} (t) \dfrac{12}{11} t(2 - t)^2\)
\(f_Y (u) = \dfrac{24}{11} \int_{0}^{2 - u} tudt = \dfrac{12}{11} u(u - 2)^2\), \(0 \le u \le 1\)
\(P1 = \dfrac{24}{11} \int_{0}^{1} \int_{0}^{1} tududt = 6/11\) \(P2 = \dfrac{24}{11} \int_{1}^{2} \int_{0}^{2 - t} tududt = 5/11\)
\(P3 = \dfrac{24}{11} \int_{0}^{1} \int_{t}^{1} tududt = 3/11\)
Exercise \(\PageIndex{18}\)
\(f_{XY} (t, u) = \dfrac{3}{23} (t + 2u)\) for \(0 \le t \le 2\), \(0 \le u \le \text{max}\ \{2 - t, t\}\)
\(P(X \ge 1, Y \ge 1), P(Y \le 1), P(Y \le X)\)
Region is bounded by \(t = 0, t = 2, u = 0, u = 2 - t\) \((0 \le t \le 1)\), \(u = t (1 < t \le 2)\)
\(f_X(t) = I_{[0,1]} (t) \dfrac{3}{23} \int_{0}^{2 - t} (t + 2u) du + I_{(1, 2]} (t) \dfrac{3}{23} \int_{0}^{t} (t + 2u) du = I_{[0, 1]} (t) \dfrac{6}{23} (2 - t) + I_{(1, 2]} (t) \dfrac{6}{23}t^2\)
\(f_Y(u) = I_{[0, 1]} (u) \dfrac{3}{23} \int_{0}^{2} (t + 2u) du + I_{(1, 2]} (u) [\dfrac{3}{23} \int_{0}^{2 - u} (t + 2u) dt + \dfrac{3}{23} \int_{u}^{2} (t + 2u) dt]=\)
\(I_{[0,1]} (u) \dfrac{6}{23} (2u + 1) + I_{(1, 2]} (u) \dfrac{3}{23} (4 + 6u - 4u^2)\)
\(P1 = \dfrac{3}{23} \int_{1}^{2} \int_{1}^{t} (t + 2u) du dt = 13/46\), \(P2 = \dfrac{3}{23} \int_{0}^{2} \int_{0}^{1} (t + 2u) du dt = 12/23\)
\(P3 = \dfrac{3}{23} \int_{0}^{2} \int_{0}^{t} (t + 2u) dudt = 16/23\)
Exercise \(\PageIndex{19}\)
\(f_{XY} (t, u) = \dfrac{12}{179} (3t^2 + u)\), for \(0 \le t \le 2\), \(0 \le u \le \text{min } \{1 + t, 2\}\)
\(P(X \ge 1, Y \ge 1), P(X \le 1, Y \le 1), P(Y < X)\)
Region has two parts: (1) \(0 \le t \le 1, 0 \le u \le 2\) (2) \(1 < t \le 2, 0 \le u \le 3 - t\)
\(f_X (t) = I_{[0, 1]} (t) \dfrac{12}{179} \int_{0}^{2} (3t^2 + u) du + I_{(1, 2]} (t) \dfrac{12}{179} \int_{0}^{3 - t} (3t^2 + u) du =\)
\(I_{[0, 1]} (t) \dfrac{24}{179} (3t^2 + 1) + I_{(1, 2]} (t) \dfrac{6}{179} (9 - 6t + 19t^2 - 6t^3)\)
\(f_Y(u) = I_{[0, 1]} (u) \dfrac{12}{179} \int_{0}^{2}(3t^2 + u) dt + I_{(1, 2]} (u) \dfrac{12}{179} \int_{0}^{3 - u} (3t^2 + u) dt =\)
\(I_{[0, 1]} (u) \dfrac{24}{179} (4 + u) + I_{(1, 2]} (u) \dfrac{12}{179} (27 - 24u + 8u^2 - u^3)\)
\(P1 = \dfrac{12}{179} \int{1}^{2} \int_{1}^{3 - t} (3t^2 + u) du dt = 41/179\) \(P2 = \dfrac{12}{179} \int_{0}^{1} \int_{0}^{1} (3t^2 + u) dudt = 18/179\)
\(P3 = \dfrac{12}{179} \int_{0}^{3/2} \int_{0}^{t} (3t^2 + u) dudt + \dfrac{12}{179} \int_{3/2}^{2} \int_{0}^{3 - t} (3t^2 + u) dudt = 1001/1432\)
Exercise \(\PageIndex{20}\)
\(f_{XY} (t, u) = \dfrac{12}{227} (3t + 2tu)\) for \(0 \le t \le 2\), \(0 \le u \le \text{min} \{1 + t, 2\}\)
\(P(X \le 1/2, Y \le 3/2), P(X \le 1.5, Y > 1), P(Y < X)\)
Region is in two parts:
	\(0 \le t \le 1\), \(0 \le u \le 1 + t\)
	\(1 < t \le 2\), \(0 \le u \le 2\)

\(f_X(t) = I_{[0,1]} (t) \int_{0}^{1+t} f_{XY} (t, u) du + I_{(1, 2]} (t) \int_{0}^{2} f_{XY} (t, u) du =\)
\(I_{[0, 1]} (t) \dfrac{12}{227} (t^3 + 5t^2 + 4t) + I_{(1, 2]} (t) \dfrac{120}{227} t\)
\(f_Y(u) = I_{[0, 1]} (u) \int_{0}^{2} f_{XY} (t, u) dt + I_{(1, 2]} (u) \int_{u - 1}^{2} f_{XY} (t, u) dt = \)
\(I_{[0, 1]} (u) \dfrac{24}{227} (2u + 3) + I_{(1, 2]} (u) \dfrac{6}{227} (2u + 3) (3 + 2u - u^2)\)
\(= I_{[0, 1]} (u) \dfrac{24}{227} (2u + 3) + I_{(1, 2]} (u) \dfrac{6}{227} (9 + 12 u + u^2 - 2u^3)\)
\(P1 = \dfrac{12}{227} \int_{0}^{1/2} \int_{0}^{1 + t} (3t + 2tu) du dt = 139/3632\)
\(P2 = \dfrac{12}{227} \int_{0}^{1} \int_{1}^{1 + t} (3t + 2tu) dudt + \dfrac{12}{227} \int_{1}^{3/2} \int_{1}^{2} (3t + 2tu) du dt = 68/227\)
\(P3 = \dfrac{12}{227} \int_{0}^{2} \int_{1}^{t} (3t + 2tu) dudt = 144/227\)
Exercise \(\PageIndex{21}\)
\(f_{XY} (t, u) = \dfrac{2}{13} (t + 2u)\) for \(0 \le t \le 2\), \(0 \le u \le \text{min}\ \{2t, 3 - t\}\)
\(P(X < 1), P(X \ge 1, Y \le 1), P(Y \le X/2)\)
Region bounded by \(t = 2, u = 2t\) \((0 \le t \le 1)\), \(3 - t\) \((1 \le t \le 2)\)
\(f_X(t) = I_{[0, 1]} (t) \dfrac{2}{13} \int_{0}^{2t} (t + 2u) du + I_{(1, 2]} (t) \dfrac{2}{13} \int_{0}^{3 - t} (t + 2u) du = I_{[0, 1]} (t) \dfrac{12}{13} t^2 + I_{(1, 2]} (t) \dfrac{6}{13} (3 - t)\)
\(f_Y (u) = I_{[0, 1]} (u) \dfrac{2}{13} \int_{u/2}^{2} (t + 2u) dt + I_{(1, 2]} (u) \dfrac{2}{13} \int_{u/2}^{3 - u} (t + 2u) dt =\)
\(I_{[0, 1]} (u) (\dfrac{4}{13} + \dfrac{8}{13}u - \dfrac{9}{52} u^2) + I_{(1, 2]} (u) (\dfrac{9}{13} + \dfrac{6}{13} u - \dfrac{21}{52} u^2)\)
\(P1 = \int_{0}^{1} \int_{0}^{2t} (t + 2u) dudt = 4/13\) \(P2 = \int_{1}^{2} \int_{0}^{1} (t + 2u)dudt = 5/13\)
\(P3 = \int_{0}^{2} \int_{0}^{u/2} (t + 2u) dudt = 4/13\)
Exercise \(\PageIndex{22}\)
\(f_{XY} (t, u) = I_{[0, 1]} (t) \dfrac{3}{8} (t^2 + 2u) + I_{(1, 2]} (t) \dfrac{9}{14} t^2u^2\) for \(0 \le u \le 1\).
\(P(1/2 \le X \le 3/2, Y \le 1/2)\)
Region is rectangle bounded by \(t = 0\), \(t = 2\), \(u = 0\), \(u = 1\)
\(f_{XY} (t, u) = I_{[0, 1]} (t) \dfrac{3}{8} (t^2 + 2u) + I_{(1, 2]} (t) \dfrac{9}{14} t^2 u^2\), \(0 \le u \le 1\)
\(f_X (t) = I_{[0, 1]} (t) \dfrac{3}{8} \int_{0}^{1} (t^2 + 2u) du + I_{(1, 2]} (t) \dfrac{9}{14} \int_{0}^{1} t^2 u^2 du = I_{[0,1]} (t) \dfrac{3}{8} (t^2 + 1) + I_{(1, 2]} (t) \dfrac{3}{14} t^2\)
\(f_Y(u) = \dfrac{3}{8} \int_{0}^{1} (t^2 + 2u0 dt + \dfrac{9}{14} \int_{1}^{2} t^2 u^2 dt = \dfrac{1}{8} + \dfrac{3}{4} u + \dfrac{3}{2} u^2\) \(0 \le u \le 1\)
\(P1 = \dfrac{3}{8} \int_{1/2}^{1} \int_{0}^{1/2} (t^2 + 2u) dudt + \dfrac{9}{14} \int_{1}^{3/2} \int_{0}^{1/2} t^2 u^2 dudt = 55/448\)
	FOR INSTRUCTOR
	FOR INSTRUCTORS

5.2.1 Joint Probability Density Function (PDF)
Here, we will define jointly continuous random variables. Basically, two random variables are jointly continuous if they have a joint probability density function as defined below.
	Find the constant $c$.
	Find $P(0 \leq X \leq \frac{1}{2}, 0 \leq Y \leq \frac{1}{2})$.
	To find $c$, we use \begin{align}%\label{} \nonumber \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{XY}(x,y)dxdy=1. \end{align} Thus, we have \begin{align}%\label{} \nonumber 1&=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{XY}(x,y)dxdy\\ \nonumber &=\int_{0}^{1} \int_{0}^{1} x+cy^2 \hspace{5pt} dxdy\\ \nonumber &=\int_{0}^{1} \bigg[ \frac{1}{2} x^2+cy^2x \bigg]_{x=0}^{x=1} \hspace{5pt} dy\\ \nonumber &=\int_{0}^{1} \frac{1}{2}+cy^2 \hspace{5pt} dy\\ \nonumber &=\bigg[ \frac{1}{2}y+\frac{1}{3}cy^3 \bigg]_{y=0}^{y=1}\\ \nonumber &=\frac{1}{2}+\frac{1}{3}c. \end{align} Therefore, we obtain $c=\frac{3}{2}$.
	To find $P(0 \leq X \leq \frac{1}{2}, 0 \leq Y \leq \frac{1}{2})$, we can write \begin{align}%\label{} \nonumber P\big((X,Y) \in A\big) =\iint_{A} f_{XY}(x,y)dxdy, \hspace{10pt} \textrm{for }A=\{(x,y)| 0 \leq x,y \leq 1\}. \end{align} Thus, \begin{align}%\label{} \nonumber P (0 \leq X \leq \frac{1}{2}, 0 \leq Y \leq \frac{1}{2})&= \int_{0}^{\frac{1}{2}}\int_{0}^{\frac{1}{2}} \left(x+\frac{3}{2}y^2\right) dxdy \\ \nonumber &= \int_{0}^{\frac{1}{2}} \bigg[\frac{1}{2}x^2+\frac{3}{2}y^2x\bigg]_{0}^{\frac{1}{2}}dy\\ \nonumber &=\int_{0}^{\frac{1}{2}} \left(\frac{1}{8}+\frac{3}{4}y^2\right) dy\\ \nonumber &=\frac{3}{32}. \end{align}

Marginal PDFs
	For $0 \leq x \leq 1$, we have \begin{align}%\label{} \nonumber f_X(x)&=\int_{-\infty}^{\infty} f_{XY}(x,y)dy \\ \nonumber &=\int_{0}^{1}\left(x+\frac{3}{2}y^2\right)dy\\ \nonumber &=\bigg[xy+\frac{1}{2}y^3 \bigg]_{0}^{1}\\ \nonumber &=x+\frac{1}{2}. \end{align} Thus, \begin{equation} \nonumber f_{X}(x) = \left\{ \begin{array}{l l} x+\frac{1}{2} & \quad 0 \leq x \leq 1 \\ & \quad \\ 0 & \quad \text{otherwise} \end{array} \right. \end{equation} Similarly, for $0 \leq y \leq 1$, we have \begin{align}%\label{} \nonumber f_Y(y)&=\int_{-\infty}^{\infty} f_{XY}(x,y)dx \\ \nonumber &=\int_{0}^{1}\left(x+\frac{3}{2}y^2\right)dx\\ \nonumber &=\bigg[\frac{1}{2}x^2+\frac{3}{2}y^2x \bigg]_{0}^{1}\\ \nonumber &=\frac{3}{2}y^2+\frac{1}{2}. \end{align} Thus, \begin{equation} \nonumber f_{Y}(y) = \left\{ \begin{array}{l l} \frac{3}{2}y^2+\frac{1}{2} & \quad 0 \leq y \leq 1 \\ & \quad \\ 0 & \quad \text{otherwise} \end{array} \right. \end{equation}
	Find $R_{XY}$ and show it in the $x-y$ plane.
	Find marginal PDFs, $f_X(x)$ and $f_Y(y)$.
	Find $P(Y\leq \frac{X}{2})$.
	Find $P(Y\leq \frac{X}{4}|Y\leq \frac{X}{2})$.


Figure 5.6: Figure shows $R_{XY}$ as well as integration region for finding $P(Y\leq \frac{X}{2})$.
	To find the constant $c$, we can write \begin{align}%\label{} \nonumber 1&=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{XY}(x,y)dxdy\\ \nonumber &=\int_{0}^{1} \int_{0}^{x} cx^2y \hspace{5pt} dydx\\ \nonumber &=\int_{0}^{1} \frac{c}{2} x^4 dx\\ \nonumber &=\frac{c}{10}. \end{align} Thus, $c=10$.
	To find the marginal PDFs, first note that $R_X=R_Y=[0,1]$. For $0 \leq x \leq 1$, we can write \begin{align}%\label{} \nonumber f_X(x)&=\int_{-\infty}^{\infty} f_{XY}(x,y)dy\\ \nonumber &=\int_{0}^{x}10x^2ydy\\ \nonumber &=5x^4. \end{align} Thus, \begin{equation} \nonumber f_X(x) = \left\{ \begin{array}{l l} 5x^4 & \quad 0 \leq x \leq 1\\ & \quad \\ 0 & \quad \text{otherwise} \end{array} \right. \end{equation} For $0 \leq y \leq 1$, we can write \begin{align}%\label{} \nonumber f_Y(y)&=\int_{-\infty}^{\infty} f_{XY}(x,y)dx\\ \nonumber &=\int_{y}^{1}10x^2ydx\\ \nonumber &=\frac{10}{3}y(1-y^3). \end{align} Thus, \begin{equation} \nonumber f_Y(y) = \left\{ \begin{array}{l l} \frac{10}{3}y(1-y^3) & \quad 0 \leq y \leq 1\\ & \quad \\ 0 & \quad \text{otherwise} \end{array} \right. \end{equation}
	To find $P(Y\leq \frac{X}{2})$, we need to integrate $f_{XY}(x,y)$ over region $A$ shown in Figure 5.6. In particular, we have \begin{align}%\label{} \nonumber P\left(Y\leq \frac{X}{2}\right)&=\int_{-\infty}^{\infty} \int_{0}^{\frac{x}{2}} f_{XY}(x,y)dydx\\ \nonumber &=\int_{0}^{1} \int_{0}^{\frac{x}{2}} 10x^2y \hspace{5pt} dydx\\ \nonumber &=\int_{0}^{1} \frac{5}{4} x^4 dx\\ \nonumber &=\frac{1}{4}. \end{align}
	To find $P(Y\leq \frac{X}{4}|Y\leq \frac{X}{2})$, we have \begin{align}%\label{} \nonumber P\left(Y\leq \frac{X}{4}|Y\leq \frac{X}{2}\right)&=\frac{P\left(Y\leq \frac{X}{4},Y\leq \frac{X}{2}\right)}{P\left(Y\leq \frac{X}{2}\right)}\\ \nonumber &=4P\left(Y\leq \frac{X}{4}\right)\\ \nonumber &=4\int_{0}^{1} \int_{0}^{\frac{x}{4}} 10x^2y \hspace{5pt} dydx\\ \nonumber &=4\int_{0}^{1} \frac{5}{16} x^4 dx\\ \nonumber &=\frac{1}{4}. \end{align}
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Joint Probability – A Comprehensive Guide with Examples
	September 8, 2023

When dealing in probability, we encounter various concepts that provide a framework for understanding the uncertainty of events. One such foundational pillar is the joint probability. This measure informs us about the likelihood of two or more events occurring together.

In this Blog post we will learn:
	What is Joint Probability? 1.1. Joint Probability Formula
	Calculating Joint Probability 2.1. Example 1: Independent Events (Rolling Dice) 2.2. Example 2: Dependent Events (Drawing Cards)
	Why is Joint Probability Important?
	Key Takeaways:

1. What is Joint Probability?
Joint probability is the statistical metric that quantifies the chances of multiple events happening at the same time. Picture yourself baking a cake and brewing your coffee, and you wonder about the likelihood both will be ready at the exact same moment. That’s joint probability in everyday life.
Mathematically, the joint probability of two events, $A$ and $B$, is represented as $ P(A \cap B) $ or simply $ P(A, B) $.
1.1. Joint Probability Formula
If $A$ and $B$ are two events, then the joint probability that both $A$ and $B$ occur is given by:
$ P(A \cap B) = P(A) \times P(B∣A)$
$P(B∣A)$ is the conditional probability that event B occurs given that $A$ has already occurred.
2. Calculating Joint Probability
The method to calculate joint probability hinges on whether our events are independent (one doesn’t influence the outcome of the other) or dependent (one has an effect on the other).
2.1. Example 1: Independent Events (Rolling Dice)
Let’s consider rolling two dice: – Event $A$: Rolling a 3 on the first die. – Event $B$: Rolling a 4 on the second die.
The outcome of one dice roll doesn’t impact the other. Therefore, the joint probability is just the product of their individual chances:
$ P(A \cap B) = P(A) \times P(B) = \frac{1}{6} \times \frac{1}{6} = \frac{1}{36} $
So, the probability of rolling a 3 on the first die and a 4 on the second simultaneously is 1 in 36.

2.2. Example 2: Dependent Events (Drawing Cards)
Imagine drawing two cards from a standard 52-card deck: – Event $A$: Drawing an Ace first. – Event $B$: Drawing a King second, without putting the Ace back.
The first draw affects the probabilities of the second draw. The joint probability calculation, therefore, is:
$ P(A \cap B) = P(A) \times P(B|A) = \frac{4}{52} \times \frac{4}{51} $
This equation factors in the reduced number of cards once the Ace is drawn.
3. Why is Joint Probability Important?
Joint probability is foundational across various sectors, from finance to artificial intelligence. It assists experts in risk assessment, predictive analysis, and decoding complex scenarios with intertwined events.
4. Key Takeaways:
For independent events , it’s calculated as the product of their individual chances.
For dependent events , the outcome of one event influences the other, and calculations should account for that.
Understanding the combined likelihood of various events helps in making informed decisions and predictions in a world laden with uncertainties. Whether you’re a student, professional, or a curious mind, grasping joint probability will undoubtedly sharpen your analytical skills.
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Joint probability distribution function : Exercises
Click on the problems to reveal the solution
Consider a pair of discrete random variables $X$ and $Y$. What formulae would you use to calculate the conditional probability $P(X=4|Y=1)$ and the conditional expectation $\mathbb{E}(X|Y=1)$
Consider the two random variables $x$ and $y$ with $x \in \{0,1,2\}$ and $y \in \{1,2,4\}$. the following table gives the join probability mass for the variables (with $x$ along the top): $f_{xy}(x,y)$ 0 1 2 1 0.1 0.1 0.0 2 0.2 0.1 0.1 4 0.0 0.2 0.2 calculate the values of (i) $\mathbb{e}(x)$, (ii) $\mathbb{e}(y)$ and (iii) $\textrm{cov}(x,y)$. then calculate a table of values for the conditional probability mass $f_{x|y}(x,y)$ and use these conditional probabilities to calculate the values of $\mathbb{e}(x|y)$ for $y=1,2,4$., the random variables $x$ and $y$ are independent and have probability masses given by: \[ \begin{aligned} p(x=1) &= 0.2 \quad p(x=2) = 0.2 \quad p(x=3) = 0.6 \\ p(y=0) &= 0.4 \quad p(y=1)=0.3 \quad p(y=2) = 0.3 \end{aligned} \] calculate the values of $\mathbb{e}(x)$, $\mathbb{e}(y)$ and $\mathbb{e}(xy)$., contact details.
School of Mathematics and Physics, Queen's University Belfast, Belfast, BT7 1NN
Email: [email protected] Website: mywebsite
(c) 2016 Gareth Tribello
Joint Probability
Probability is a branch of mathematics which deals with the occurrence of a random event. In simple words it is the likelihood of a certain event. A statistical measure that calculates the likelihood of two events occurring together and at the same point in time is called Joint probability.
Let A and B be the two events, joint probability is the probability of event B occurring at the same time that event A occurs.
Formula for Joint Probability
Notation to represent the joint probability can take a few different forms. The following formula represents the joint probability of events with intersection.
A, B= Two events
P(A and B),P(AB)=The joint probability of A and B
The symbol “∩” in a joint probability is called an intersection. The probability of event A and event B happening is the same thing as the point where A and B intersect. Hence, the joint probability is also called the intersection of two or more events. We can represent this relation using a Venn diagram as shown below.

Joint Probability Distribution
Let A, B, …., be the random variables which are defined on a probability space. The probability distribution that gives the probability that each of A, B, …. falls in any particular range or discrete set of values specified for that variable is defined as the joint probability distribution for A, B, ….. In the case of only two random variables , this is called a bivariate distribution, otherwise, it is a multivariate distribution.
The joint probability distribution can be expressed in different ways based on the nature of the variable. In case of discrete variables, we can represent a joint probability mass function . For continuous variables, it can be represented as a joint cumulative distribution function or in terms of a joint probability density function.
Joint Probability Examples
Let us see some examples of how to find the joint probability with solutions.
Example: Find the probability that the number three will occur twice when two dice are rolled at the same time.
Number of possible outcomes when a die is rolled = 6
i.e. {1, 2, 3, 4, 5, 6}
Let A be the event of occurring 3 on first die and B be the event of occurring 3 on the second die.
Both the dice have six possible outcomes, the probability of a three occurring on each die is 1/6.
P(A,B) = 1/6 x 1/6 = 1/36
Joint Probability Table
A joint probability distribution represents a probability distribution for two or more random variables. Instead of events being labelled A and B, the condition is to use X and Y as given below.
f(x,y) = P(X = x, Y = y)
The main purpose of this is to look for a relationship between two variables. For example, the below table shows some probabilities for events X and Y happening at the same time:

This table can be used to find the probabilities of events.
Example: Find the probability of X = 3 and Y = 3.
Solution: From the above table, identify the probability under X = 3 and Y= 3.
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Calcworkshop
Joint Discrete Random Variables with 5+ Examples!
// Last Updated: October 2, 2020 - Watch Video //
Let’s expand our knowledge for discrete random variables and discuss joint probability distributions where you have two or more discrete variables to consider.

Jenn, Founder Calcworkshop ® , 15+ Years Experience (Licensed & Certified Teacher)
Now is there ever a time when it is desirable to record the outcomes of several random variables simultaneously?
Here are just a few instances:
	What about when someone studies the likelihood of success in college based on SAT scores?
	Or the rapidness and volume of a chemical gas that is released in order to determine spread and potency?
	Or the day of the year and the average temperature?

Each of these examples contains two random variables , and our interest lies in how they are related to each other.
In this chapter, we will expand our knowledge from one random variable to two random variables by first looking at the concepts and theory behind discrete random variables and then extending it to continuous random variables.
If X and Y are two random variables, then the probability of their simultaneous occurrence can be represented as a function called a Joint Probability Distribution or Bivariate Distribution as noted by Saint Mary’s College .

Joint Probability Formula For Discrete
In other words, the values give the probability that outcomes X and Y occur at the same time.
So, if X and Y are discrete random variables, the joint probability function’s properties are:

Joint PMF Properties
It is important to note is that we use the term probability mass function , or pmf, to describe discrete probability distributions. Whereas we use the term probability density function , or pdf, to describe continuous probability. And while there is technically a distinction between the two, you will find that they are considered synonymous and sometimes used interchangeably.
So how do we find a joint probability function and use it to find the probability?
The easiest way to organize a joint pmf is to create a table. Each cell represents the joint probability (i.e., the likelihood of both X and Y occurring at the same time).

Joint Probability Table Example
Another important concept that we want to look at is the idea of marginal distributions.
The marginals of X alone and Y alone are:

Marginal Distribution Formula For Discrete
So, for discrete random variables, the marginals are simply the marginal sum of the respective columns and rows when the values of the joint probability function are displayed in a table.

Joint And Marginal Probability Table
For example, using our table above, the marginal distributions are written as follows.

How To Find Marginal Distribution From Joint Distribution
Moreover, we can find the expected values for X and Y and the predicted value of XY.

Expected Value Of XY For Discrete
Additionally, we can even use a joint probability function to find the conditional probability. This is done by restricting our focus to either a row or column of the probability table.
Together, we will learn how to create a joint probability mass function and find probability, marginal probability, conditional probability, and mean and variance.
Joint Discrete Random Variables – Lesson & Examples (Video)
1 hr 42 min
	Introduction to Video: Joint Probability for Discrete Random Variables
	00:00:44 – Overview and formulas of Joint Probability for Discrete Random Variables
	Exclusive Content for Members Only
	00:06:57 – Consider the joint probability mass function and find the probability (Example #1)
	00:17:05 – Create a joint distribution, marginal distribution, mean and variance, probability, and determine independence (Example #2)
	00:48:51 – Create a joint pmf and determine mean, conditional distributions and probability (Example #3)
	01:06:09 – Determine the distribution and marginals and find probability (Example #4)
	01:21:28 – Determine likelihood for travel routes and time between cities (Example #5)
	01:33:39 – Find the pmf, distribution, and desired probability using the multivariate hypergeometric random variable (Example #6)
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	PDF Lecture 8: Joint Probability Distributions
Solution: (a) The number of cars equals the number of buses if X = Y: Hence, P(X = Y) = p(0; 0) + p(1; 1) + p(2; 2) = :025 + :030 + :050 = :105: That is, about 10:5% of the time. (b) Adding the row values yields the marginal distribution of the x values: So, the mean number of cars is = E(X) is




	Solved Problems
5.2.5 Solved Problems Problem Let X and Y be jointly continuous random variables with joint PDF fX, Y(x, y) = {cx + 1 x, y ≥ 0, x + y < 1 0 otherwise Show the range of (X, Y) , RXY , in the x − y plane. Find the constant c . Find the marginal PDFs fX(x) and fY(y) . Find P(Y < 2X2) . Solution Problem




	PDF STAT 400 Practice Problems #7 SOLUTIONS
The following are a number of practice problems that may be . helpful. ... Two components of a laptop computer have the following joint probability density : function for their useful lifetimes X and Y (in years): ... since the distribution of X is symmetric about 0. E (Y) = 2, ...




	5.2: Joint Distributions of Continuous Random Variables
This webpage introduces the concept of joint probability density function (joint pdf) for continuous random variables X and Y, and how to use it to calculate the probability of events involving both variables. It also explains the properties of marginal and conditional pdfs, and the relationship between independence and joint pdf. This webpage is a part of a course on probability that covers ...




	PDF Sample Questions: Joint Distributions Part One
1. The discrete random variables x and y have joint probability mass function pxy = cxy for x = 1; 2; 3, y = 1; 2, and zero otherwise. (a) Find the value of the constant (b) What is Fx(x)? c and calculate the marginal frequency functions. 2. The discrete random variables x and y have joint distribution y = 1 y = 2 x = 1 3=12 1=12 x = 2 1=12 3=12




	PDF Joint Distribution
Joint Distribution - Example, cont. Let B be the number of Black socks and W the number of White socks drawn, then the joint distribution of B and W is given by: W ... Joint pdf Similar to the CDF the probability density function follows the same general rules except in two dimensions, Univariate de nition: f (x) 0 for all xf (x) = d dx F(x) R 1




	PDF 3.6 Joint Distributions
1. Discrete joint (bivariate) pmf: marbles drawn from an urn. Marbles chosen at random without replacement from an urn consist of 8 blue and 6 black marbles. Blue counts for 0 points and black counts for 1 point. Let X denote number of points from rst marble chosen and Y denote number of points from second marble chosen. f(x, y) 0.60 0.40




	PDF 5.2.1 Joint PDFs and Expectation
Solution The joint range is X;Y = f(x; y) 2 R2 : x2 + y2 R2g since the values must be within the circle of radius R. We can sketch the range as follows, with the semi-circles below and above the y-axis labeled with their respective equations.




	5.1: Joint Distributions of Discrete Random Variables
Definition 5.1.1. If discrete random variables X and Y are defined on the same sample space S, then their joint probability mass function (joint pmf) is given by. p(x, y) = P(X = x and Y = y), where (x, y) is a pair of possible values for the pair of random variables (X, Y), and p(x, y) satisfies the following conditions: 0 ≤ p(x, y) ≤ 1.




	PDF 7-Joint, Marginal, and Conditional Distributions
This pdf is usually given, although some problems only give it up to a constant. The methods for solving problems involving joint distributions are similar to the methods for single random variables, except that we work with double integrals and 2-dimensional probability spaces instead of single integrals and 1-dimensional probability spaces.




	PDF Conditional Joint Distributions
It is a widely used effect in graphics software, typically to reduce image noise. Gaussian blurring with StDev= 3, is based on a joint probability distribution: f. X,Y(x,y)= 1 2⇡ · 32. e. x2+y2 2·32. F. X,Y(x,y)= ⇣ x 3 ⌘ · ⇣ y 3 ⌘. Joint PDF Joint CDF.




	PDF MATH 451/551 Chapter 6. Joint Distribution
1 Motivating Examples Examples! economics: GDP and unemployment! sociology: a wifeÕs height and husbandÕs height! capitalism: college football game Ñ soft drink vs. hot dog sales! medicine: cholesterol level, triglyceride level, blood pressure Goal Extend the probability models for random variables developed so far to two or more random variables. GuanNan Wang | MATH451/551




	8.3: Problems on Random Vectors and Joint Distributions
Answer. Exercise 8.3.3. A die is rolled. Let X be the number that turns up. A coin is flipped X times. Let Y be the number of heads that turn up. Determine the joint distribution for the pair {X, Y}. Assume P(X = k) = 1 / 6 for 1 ≤ k ≤ 6 and for each k, P(Y = j | X = k) has the binomial ( k, 1/2) distribution.




	PDF 14.310x Spring 2023 Lecture 3: Random Variables, Distributions, and
Probability---joint distributions If X and Y are continuous random variables defined on the same sample space S, then the joint probability density function of X&Y, f XY (x,y), is the surface such that for any region A of the xy-plane, P((X,Y) c A) = ∫∫ A f XY (x,y)dxdy Like before, properties of probability imply certain properties




	Joint Probability Density Function
Example Let X and Y be two jointly continuous random variables with joint PDF fXY(x, y) = {x + cy2 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 0 otherwise Find the constant c . Find P(0 ≤ X ≤ 1 2, 0 ≤ Y ≤ 1 2) . Solution We can find marginal PDFs of X and Y from their joint PDF. This is exactly analogous to what we saw in the discrete case.




	PDF Solutions -Practice problems for Exam 2
Solution: Since they are independent it is just the product of a gamma density for X and a gamma density for Y . For the gamma distribution, μ = w/λ, σ2 = w/λ2. Since the mean and variance are both 3, λ = 1 and = 3. So fX,Y (x, y) = x2y2e−x−y Γ(3)2 0, if x 0, y 0 ≥ otherwise ≥ (b) Express P (3X + Y ≤ 3) as an integral.




	Joint Probability
Example 1: Independent Events (Rolling Dice) Let's consider rolling two dice: - Event A: Rolling a 3 on the first die. - Event B: Rolling a 4 on the second die. The outcome of one dice roll doesn't impact the other. Therefore, the joint probability is just the product of their individual chances: P ( A ∩ B) = P ( A) × P ( B) = 1 6 × ...




	joint-probability-problems
Problem 2. Consider the two random variables X and Y with X ∈ {0, 1, 2} and Y ∈ {1, 2, 4}. The following table gives the join probability mass for the variables (with X along the top): Calculate the values of (i) E(X), (ii) E(Y) and (iii) cov(X, Y). Then calculate a table of values for the conditional probability mass f X | Y(x, y) and use ...




	Joint Continuous Random Variables (w/ 5+ Examples!)
Example. So, now let's look at an example where X and Y are jointly continuous with the following pdf: Joint PDF. First, let's find the value of the constant c. We do this by remembering our second property, where the total area under the joint density function equals 1. Probability Density Function Example.




	Joint Probability
Let us see some examples of how to find the joint probability with solutions. Example: Find the probability that the number three will occur twice when two dice are rolled at the same time. Solution: Number of possible outcomes when a die is rolled = 6 i.e. {1, 2, 3, 4, 5, 6}




	PDF MULTIVARIATE PROBABILITY DISTRIBUTIONS
MULTIVARIATE PROBABILITY DISTRIBUTIONS 3 Once the joint probability function has been determined for discrete random variables X 1 and X 2, calculating joint probabilities involving X 1 and X 2 is straightforward. 2.3. Example 1.




	Joint Discrete Random Variables (with 5+ Examples!)
Expected Value Of XY For Discrete Additionally, we can even use a joint probability function to find the conditional probability. This is done by restricting our focus to either a row or column of the probability table.




	Joint Probability: Definition, Formula & Examples
The joint probability formula for independent events is the following: P (A ∩ B) = P (A) * P (B) For example, suppose we have a coin that we flip twice. We want to find the chances of getting heads on both the first and second flips. Because each flip is independent, the probability of the first heads is 1/2, and the likelihood of heads on ...




	PDF Lecture 15: Bayesian networks III
A Bayesian network allows us to de ne a joint probability distribution over many variables (e.g., P (C;A;H;I )) by specifying local conditional distributions (e.g., p(i j a )). Two lectures ago, we talked about modeling: how can we use Bayesian networks to represent real-world problems.




	CHAPTER 5 REVIEW PROBLEMS (1) (pdf)
Statistics document from Texas State University, 2 pages, CHAPTER 5 REVIEW PROBLEMS 1. Consider the joint distribution on the right. → ⏟ a) Find the probability that X is (inclusively) within 1 unit of Y; that is find (| − | ≤ 1) 0.70 b) Find this probability: ( > 5) 0.35 c) Find this probability: ( > ) 1 2 3 4
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